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The problem of scattering of scalar and electromagnetic waves by an Ellis 
geometry, with the two asymptotically flat regions observationally identified, is 
formulated and solved. The results are consistent with the interpretation of the 
Ellis geometry as an extended particle. 

I. INTRODUCTION 

While the coupled classical Einstein-Maxwell equations do not admit 
regular static solutions, it is known (Clrment, 1981) that the coupled 
Einstein-Maxwell-Higgs (EMH) equations, derived from the action 

~ , ~  ~f~ )2] 
Kf 2 11 - T ~ b  2 (1) 

admit regular localized static solutions, in the case of a repulsive Higgs field 
(e < 0). These solutions, parametrized by a characteristic length r 0, are given 
in the Prasad-Sommerfield limit /~2~ 0 (vanishing self-coupling of the 
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Higgs field) by (C16ment, 1981, Bronnikov, 1973) 

( d s Z = g o o d t 2 _  1 1+ 
goo r z ] 

d x  2 

A d: 1/2 .x  = ) cos(- )tan(M/)dt 

(2) 

where h = (1 - 4/~r 2f 2)1/2, and 

cos2(~rX/2) 
g0o = cos2 ( An ) 

~/= 2 a r c t a n ( r ) -  2 
~r0 

(3) 

The non-Newtonian, purely spatial part of the geometry (2), first 
studied by Ellis (1973), describes a space consisting of two asymptotically 
flat regions (r--* c~, r -~  0) smoothly connected by a neck (r = r0). This 
peculiar topology is responsible for the existence of a static solution to the 
Laplace equation for the electric potential A 0. The asymptotic behaviors of 
the gravitational and electromagnetic potentials (2) are compatible with the 
interpretation (C16ment, 1981) of such a solution as an extended particle 
("gravitational soliton") of mass 

and charge 

(4) 

Q =  + ( 2 )  1/2 87r ~' ro 
cos(Irh/2) (5) 

Actually, Q is the charge defined as the electric flux through a sphere of 
radius R ~ oo. If we compute instead the electric flux through a sphere of 
radius R ~ 0 (the other asymptotic region), we obtain the result - Q .  It 
follows that the coordinate inversion 

rgx x ----~ r2 
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which maps space onto itself (each point in the region r > r 0 going over to 
the symmetrical point in the region r < r 0 and vice versa) is to be interpreted 
as charge conjugation. 

Such an interpretation may be consistent with macroscopic observation 
if we make the (admittedly speculative) assumption that any system of N 
elementary particles (including measuring apparatus and observers) are 
localized solutions of the EMH equations (multisolitons) for which "space" 
(timelike slices of the 4-geometry) consists of two asymptotically flat, 
symmetrical regions connected by N necks, each neck corresponding to a 
particle. The neck structure can only be felt at the microscopic level (in 
high-energy experiments), while at the macroscopic level we recover the 
familiar description of a system of N quasi-point particles in a two-sheeted 
Euclidean space, the two sheets of which are related by charge conjugation. 

The particles of our model universe interact through three forces: two 
(gravitational and electromagnetic) long range, and a short-range (in the 
physical case/~2 > 0) force mediated by the scalar field q~. A first step in the 
study of the resulting dynamics is the investigation of the interaction of an 
isolated gravitational soliton with a gravitational, electromagnetic, or scalar 
wave, considered as a disturbance of the localized solution (2). Assuming 
that gravitational interactions of elementary particles are negligible at 
currently available energies, we shall restrict ourselves to the study of the 
scattering of an electromagnetic or scalar disturbance by the gravitational 
soliton, neglecting the back-reaction of the energy-momentum density car- 
ried by the wave on the metric. This amounts to solving the uncoupled 
Maxwell or Klein-Gordon (in the case /~2= 0) equations, with suitable 
boundary conditions, in a space-time of metric (2). Furthermore, noting that 
the dimensionless constant ~ is of the order of the square root of the ratio of 
the gravitational radius to the electromagnetic radius of the gravitational 
soliton, and thus would be very small for elementary particles (~ - 2 • 10- xs 
for a proton), we shall approximate g0o by 1, thus neglecting gravitational 
scattering proper before scattering by the spatial Ellis geometry. 

Such a reduction of dynamics to geometry may be a dangerous over- 
simplification, as will turn out when we compute the cross section for the 
scattering of light by the Ellis geometry, and find a vanishing result in the 
low-energy limit, instead of the expected finite Thomson result. This proba- 
bly means that we should not neglect back-reaction, but treat the full 
geometrodynamical problem, by linearizing the coupled field equations off 
the solution (2), along the lines of Moncrief (1975). In the meantime, a 
sufficient motivation for the present work is that an understanding of 
geometrical scattering by a gravitational soliton, even if it is not the main 
effect, is a necessary step toward the computation of the side effects due to 
the finite extension of the charge. 
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The study of the scattering of a massless Kle in-Gordon  wave or a 
Maxwell wave by the Ellis geometry is reduced, in Section 2 of this paper, to 
a quantum mechanical problem in one space dimension. The corresponding 
phase shifts are computed in Section 3 and their low-energy behavior is 
discussed in Section 4. 

2. RADIAL EQUATIONS 

The Ellis geometry, first derived as a solution to the Einstein- 
Kle in -Gordon  equations (for a massless repulsive scalar field) (Ellis, 1973; 
Clrment, 1979) is obtained from the self-consistent static solution (2) by the 
limit g00 ~ 1 : 

ds2=d,2_(l+ 412 r--S] dx 2 (6) 

For small X, equations (4) and (5) give the characteristic radius r 0 in terms 
of the mass and charge of the extended particle as 

Q 2 

r~ = 16M (7) 

which is of the order of the classical electromagnetic radius of a charged 
particle. 

For practical purposes it is convenient to describe the Ellis geometry in 
terms of radial-distance preserving spherical coordinates which are the usual 
polar angles 8, % and the proper radial coordinate u defined by 

du = 1+7) -  dr (8) 

o r  

This gives 

where 

4 u = r - - -  (9) 
r 

ds  2 = a t 2  _ d u  2 _ ( pg + u 2 ) (  dO ~ + sin2O d~ 2) (10) 

Po = 2ro (11) 
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Thus, lul is the proper radial distance to the neck u = 0 ,  which is a 
two-sphere of area 4~rog. The coordinate u is positive on one side of the 
neck, negative on the other, the two asymptotically flat regions of the 
geometry corresponding to u-~ _+ oo. Thus, charge conjugation is imple- 
mented by the transformation u --, - u. 

The stationary massless Klein-Gordon equation for the positive- 
frequency component q, of @, 

A ~  + ~2q2 = 0 (12) 

may be written, in proper spherical coordinates, as 

[ ( ) ( 0 ~ b ) 1  02~b 1 0 2 0qJ 1 0 s in0--~  + 
02+ u 2 -~u (P0 + u2)-~" u +sin---O O--0 sin20 Ot~ 2 

The expansion of % in spherical harmonics, 

+ co2q, = 0 

(13) 

reduces (13) to the radial equation 

where 

f / , (u )+[~o2  l ( l + l )  02 ] 
02 + u2 (02 + u2) 2 f t (  u)=O (15) 

f t (  u ) = (02o + u2 )X/2 q, t( u ) (16) 

The similar reduction of the stationary Maxwell equations to a single 
radial equation is achieved by the vectorial method of Stratton (1941), 
which we outline for a general static spherically symmetric geometry. 
Choosing spatially isotropic coordinates such that 

ds 2 = e "(r)- #{ ~ dt 2 - e "(r)+B(r) dx 2 (17) 

the stationary Maxwell equations for the positive frequency components E~_ 
and B~_ of the electric and magnetic fields 

E i - FiO 

1 (18) 
B i - 21911/2 F'ijk'Fjk 

oo 

~k(x) = ][2 q' I (u)YF'(0 ,9  9) (14) 
/ = 0  
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may be written as 

Clement 

Vxe2"E+ = itoe2a+BB+ 

Vxe2~B+ = - i~oe2~+BE+ (19) 

Let ~ (x) be a scalar field, and define two vector fields M(x) and N(x) 
such that 

We then obtain 

e3,,M = V p~e~+~ 

Vxe2aM = toe2t,+BN (20) 

where 

written 

1 p Ar + ~Rpq, + toEq, = 0 (24) 

xix j 
R~ o = Ri j  r2 (25) 

is the radial component of the Ricci tensor (equal to the scalar curvature R 
in the case of the Ellis geometry). The separation of this equation in proper 
spherical coordinates may be carried out as in the case of the Klein-Gordon 

V.~e2~N = toe2~+'M (21) 

provided q, is a solution of the equation 

e-3B~7(e/~V~b)+ e-2~r-l(r f l ' ) '~b + o~2~b = 0 (22) 

The general solution of the Maxwell equations (19) may then be expanded 
in terms of the hnearly independent solutions ~k,, of equation (22): 

E+ = E ( a . M .  + b.N,,) 
n 

B +  = - i ~  ( b . M .  + a,,Nn). (23) 
tl 

In our case goo = 1, 13 = a, and the scalar wave equation (22) may be 
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equation, leading to the radial equation 

f,"(u)+ [~ 2- l(1+1) ] 02 + ui fi(u) = 0 (26) 

In order to solve the radial equations (15) or (26), we must add suitable 
boundary conditions. For similar quantum mechanical equations in 
Euclidean space, we would have a boundary condition at infinity, and a 
boundary condition [f/(0) -- 0] at the origin r = 0 coming from the fact that 
the radial variable r is constrained to be nonnegative. In our case the radial 
variable u is unconstrained so that there is a priori no reason for a boundary 
condition at u = 0; however, there are two points at infinity, and so we have 
again two boundary conditions. 

Actually, the two boundary conditions for u ~ + oo may be replaced, 
as in the Euclidean case, by two boundary conditions at u ---, + oo and u = 0, 
if we take into account the properties of the scalar or electromagnetic fields 
under charge conjugation. The electromagnetic field is, by definition, odd 
under charge conjugation. The static Kle in-Gordon  field q~ given by (2) is 
also odd under charge conjugation, and the same must be true for its 
perturbations. The corresponding radial functions must therefore be odd in 
u; 

ft(- u)= -ft(u) (27) 

The radial equations (15) and (26) being even in u, conditions (27) are 
equivalent to the regularity conditions: 

. / / (0) = 0 (28)  

Because scattering has to do only with asymptotic measurements, the 
flat-space partial-wave formalism for wave scattering (Newton, 1966) ap- 
plies here as well. The scattering amplitude F(f~) is defined, in the case of a 
massless scalar wave, by the asymptotic decomposition 

q~(x) - e 'kx + F ( ~ )  eiwu (Ikl = ~o) (29) 
X "-'* O0 U 

(u>O) 

and may be obtained by solving the radial equations (15) with the boundary 
conditions (28), and computing the phase shifts ~ from the asymptotic 
behavior 

- 

f , ( u )  - .  + 
u oo  
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The scattering amplitude is then given by 

F(f~) = ~ 2-~-~-~ (e2/+1" 2i8,_ 1)Pt(cosO ) (31) I=0 
and the scattering cross section is 

41r 
(21 + 1)sin23, (32) o =  f l F ( a ) 1 2 d a = - ~  /=o 

In the case of an electromagnetic wave, the scattering amplitude F(f~) 
is a matrix defined by the asymptotic decomposition of the electric field 

2 [  2 i~u] 
, e  (33) E+(x) - E E~o M s(k,X) eik'x+ E FxX'(k,k')e(k',~k)--ff '- 

x --* oo ),=1 ~'=1 (u> 0) 

where the e(k, )~) are two independent polarization vectors relative to the 
direction k, and k ' =  ~ox/u. This matrix may be expanded on the basis of 
"electric" and "magneticS, vector spherical harmonics which are propor- 
tional to the vectors v N/ and M0/ defined by the Euclidean version 

(ct = fl = 0) of equations (20) applied to the scalar spherical harmonics 
[tp(x) = Y/"(O, cp)]. The resulting partial-wave matrix amplitudes, diagonal 
in this basis, are proportional to 

0 e 2 i S t ( m )  - -  1 

where the "electric" and "magnetic" phase shifts 31(e) and 3/(,, ) may be 
computed from the asymptotic behaviors of Nt" and MT'. 

In our case, the stationary Maxwell equations (19) are completely 
symmetric between the electric and magnetic fields, and so these two phase 
shifts are equal to the phase shifts obtained from the asymptotic behavior 
(30) of the solution of the radial electromagnetic equation (26). The total 
cross section (summed over final polarizations and averaged over initial 
polarizations) is then 

2r ~ ~ (21+11sin23, (35) o =  - -  (2 /+  1)(sin23,(e)+sin23,(m))= 4~r 
"~'- / = 1 r 1= 

3. PHASE SHIFTS 

Radial equations (15) and (26) are two special cases of the ubiquitous 
spheroidal wave equation (Erdrlyi, 1955a; Abramowitz and Stegun, 1965), 
which also occurs in the separation of the fiat-space wave equation in 
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spheroidal coordinates, as well as in the separation of the wave equation in 
the Kerr-Newman metric in spherical coordinates (Misner et al., 1973). The 
reduction of equations (15) and (26) to the standard form (Erd61yi, 1955a) 
of the spheroidal wave equation is achieved by putting 

z = i#olU 

o =  ,o og 
4 

x=t(t+l) 
(36) 

and using (16); we thus obtain 

(1 - z 2 ) 4 , ; ' ( z ) - 2 z q J ~ ( z ) +  [~, +40(1 - z 2 ) -  ~2(1 - z 2 )-a] q,t(z) = 0 

(37) 

where /~ = 0 for the Klein-Gordon radial equation (15), /~ = + 1 for the 
Maxwell radial equation (26). 

The solutions of this equation have three singular points z - - +  1 
(u = + io o) and z = oo (u = oo). We look for solutions which are analytic in 
a domain including the axis of real u (imaginary z); such a domain is the 
complex z plane with the cu t ] -  oo, - 1] U [ + 1, + oo[ (Figure 1). It is inter- 

Lpo 

0 

- Z/Oo 

Fig. 1. The domain of analyticity of ~kt(u). 
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esting to note that this cut separates the complex u plane into two regions 
R e u >  0 and Reu < 0, connected by the segment ]-iP0, +iP0[. In the 
"macroscopic" limit to o + 0, the two regions Reu > 0 and Reu < 0 become 
disconnected, in accordance with our interpretation of the macroscopic limit 
of the Ellis geometry as a two-sheeted Euclidean space with a point 
singularity at the origin. 

Two linearly independent solutions of the spheroidal wave equation 
with this cut are Psi(z) and Qs~(z), defined by the (analytically continued) 
series expansions in Legendre functions "on the cut" (Erdrlyi, 1955a): 

F s ~ ( z )  = 
+ o o  

E 
r = - - o o  

+ o c  

(-1)~a~.~( O)Pf+ 2~( z ) 

r 

Q s ~ ( z ) =  E ( - 1 )  a,.~(e)OL2~(~) 
(38) 

where the real coefficients a~,r(O) may be determined recursively, starting 
from 

, ,~ .r(o)  = ~r0 

and the characteristic exponent v is given in terms of 2, and 0 by a 
transcendental equation, which may be expanded (Abramowitz and Stegun, 
1965) in powers of 0 as 

, . v(v +1)+ / .2 - -1  
X=v(v+I)-2O v~+--~)--7)-4 + 0 ( 0 2 )  (39) 

(using Erdrlyi's, and not Abramowitz's, definition of X !). 
To obtain the regular solution, we use the (analytically continued) 

relations (Erdrlyi, 1955b): 

/~:( - z) = cos[(/* + u)rr] ffr 2 sin[(/* + v)rr] Q~(z) 

~ (  - z )  = - 2 sin[(/* + . ) , , ]  ~ : ( ~ ) - c o s [ ( / *  + .),~] ~(~) 
(40) 

I ,41) 

The expansions (38) show that these relations also hold for the functions 
- -  ~ t  - -  / , t  Ps, and Qs~. It follows that the regular solution of equation (37) is, up to a 
multiplicative constant, 
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The series expansions (38) do not enable us to obtain the asymptotic 
behavior of q,/(z). We must therefore express the regular solution (41) in 
terms of other linearly independent solutions of the spheroidal wave equa- 
tion for which the asymptotic behavior is known. Such solutions are 
(Erd~lyi, 1955a) the functions S~m(z,  O) defined by their series expansions 
in spherical Bessel functions: 

+oo 
,,/2 *̀  S ~ ( a ) ( z , O ) = ( 1 - z - 2 )  - s .(O) ~_, a~.�9149 (42) 

r = - - 0 0  

where the coefficients at, r(0) are the same as in (38), and 

�9 *̀  0 s~(O) = ( - 1 )  a. , �9 ) 
I t "  ~ - - 0 0  

(43) 

These solutions have the asymptotic behavior 

S~m(z ,  O) _ j~(201/2z) 1 (20'/2z --* m) 201/2Z sin(281/2z - vtr/2) (44) 

for larg28~/2zl < ~r; in our case 

281/2z = ~ou (45) 

so that equation (44) gives the asymptotic behavior for u ---, + m. 
The technical problem of expressing the regular solution (41) in terms 

of the S~ ~ is solved in Appendix A. The result is 

4e_i*`~r/2 COSOt [. e-3iacosoe S*`(1) e3iasin~ S~(1)(z' O)] 4,/(z) s i n 4 a [ ' K ~  _1(0) -_x(Z,0)-}  

(46) 

with a = (/~ + v)rr/2 (# ~ Z). 
The expressions of the complex joining factors K~(O) are complicated 

and not very illuminating (Erdrlyi, 1955a). We only note that, in the case 
0 < 0, we may define real joining factors k~(O) by 

K~( O ) = e3i'~/2k~( O ) (47) 

so that equation (46) assumes the real form 

I " 1 
-1~*` sInR S*`(1) ( 0)  4cosa cosa S *`cl) ( z , O ) + (  z, 

+t(z)  sin4a k~ _a(0) -"-~ ' k~(O) " " 

(48) 

from which, using (44), the phase shifts 8 t can be extracted. 
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4. LOW-ENERGY BEHAVIOR 

We are primarily interested in the long-wavelength, low-energy domain 
~op 0 << 1, i.e., 10l << 1. In this domain, a solution of equation (39) to first 
order in 0 is 

u = l +  1( l+1)+/~  2 - 1  0 + 0 ( 0 2  ) (49) 
(l  - 1 / 2 ) ( l  + 1 / 2 ) ( / +  3 / 2 )  

Furthermore the joining factors are given, to lowest order in 0, by the 
formula (Erd61yi, 1955a) 

lim O-"/2K,", ( O ) = e ''~ F( I  + u - I~ ) F ( 1 / 2 -  p ) (50) 
0 --, 0 2 "+ 1F( u + 3 /2)  

so that, for/~ = O, l >/O, or # = 1, l >/1 [direct inspection of equation (26) 
shows that there is no scattering in the case # =1, l = 0]: 

kr  = 0 ( 0 ' / 2 ) ,  k~_~_a(0) = O(0 -('+31/21 (511 

It follows that the ratio of the coefficients of r and S~ (x) in the 
right-hand side of equation (48) is of the order 

k;(0) 
cot a = O(0 t+ 1/2 ), for/~ + l even 

/.._._1(0) 

= O (0 t+ 5/2 ), for ~t + l odd (52) 

Thus, the dominant contribution to the phase shifts 3 t can be computed 
[using equations (30), (44), and (49)] from the asymptotic behavior of 
S~U~1)(z, 0) alone: 

'/ro~2p 2 / ( / + 1 ) + ~  2 - 1  
3,=  8 ( l - 1 / 2 1 ( l + 1 / 2 ) ( 1 + 3 / 2 1  + O(~~ (53) 

except for/~ = l = 0, in which case equation (48) gives 

l p O ( Z ) = S o O ( I ) ( z , O )  - 2 0(1) ) + O (  *~ (54) -g ~ooS-1 ( z, O ~-o~ ) 

from which it follows that 

2 
3 o = - ; ~ P o + O ( ~ 2 0 g )  ( ~ = 0 1  (551 
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These results show that the partial-wave amplitudes (31) for the scatter- 
ing of a scalar wave (/~ = 0) by the Ellis geometry vanish in the low-energy 
limit ~ ~ 0, except for the s-wave (l = 0) amplitude which tends to the finite 
limit - a, where 

2 Q2 (56) 
a = Wp0 = 4~rM 

(the classical electromagnetic radius of the extended particle) is the scatter- 
ing length (Newton, 1966) associated with the repulsive potential 

Uo(u ) = 02 (57) (p0 + .2)2 

This result can be checked by noting that the regular solution 

q~(x) = c arctan(~00 ) (58) 

of the static equation is asymptotic to 

q~(x)  = c ( 2  - -~ )  = cq~(or - a  ) (59) 

In the case of an electromagnetic wave (/~ = 1), the partial-wave ampli- 
tudes all vanish in the low-energy limit, and we do not recover the Thomson 
cross section 

32p0 (60) 
or = 31r 

The reason for this negative result is simple. In the classical picture of the 
Compton effect, electromagnetic radiation incident on a point charge im- 
parts to it an oscillatory motion which gives rise to dipole radiation. In our 
treatment, the geometry being static and spherically symmetric, there can 
only occur, in the low-energy limit, monopole (s-wave) radiation, which is of 
course suppressed in the electromagnetic case because of the spin 1 of the 
photon. To obtain dipole radiation, we should therefore take into account 
the geometrodynamical breaking of spherical symmetry induced by the 
energy-momentum density of the incident electromagnetic wave. 

A P P E N D I X  A 

The regular solution (41) of the spheroidal wave equation is defined in 
terms of the functions P s i ( z )  and Qs~(z). To obtain its expression (46) in 
terms of the functions S~<X)(z, 0) and S ~tx) t ,  a~ _ ~_ ~ ~., v j, we proceed in two steps. 
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The first step is to express the solutions f fs~(z) and Qs~(z) in terms of 
solutions Psi (z )  and Qs~(z) defined by the series expansions in (associated) 
Legendre functions 

+ o o  

= E 

+ ~  

Qs~(z )=  ~, 

r p 
( - 1 )  av.r(O)PuP~+2r(Z) 

__ r p p. 
1) a..r(O)Q~+2r(z ) 

(A1) 

[with the same coefficients a~, ~(0) as in (38)]. 
These new solutions are analytic in the complex z plane with the cut 

] -oo ,  + 1] (Figure 2). From the relations between (associated) Legendre 
functions and Legendre functions "on the cut" (Erd6!yi, 1955b), we obtain 
the relations giving the Ps and Q--s in terms of the Ps and Qs: 

Psi(  x ) = �89 [ e i~r/2ps~ v ( X + iO) + e-'~"/2ps~( x - i0)] 

-Qs~( x)  = ~e -`~'~ [ e-i~'~/2Qs~( x + iO) + ei~"/2Qs~( x - i 0 ) ]  
(A2) 

~fo 

Fig. 2. The domain of analyticity of Psi(z) and Qs~(z). 
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(x ~ ] -1 ,  +ID. Furthermore, the analytic continuation of the Ps and Qs 
from one side of the cut to the other gives (Meixner, 1951): 

- i ~ r  /x Ps~( x + iO) = e Ps~ ( x - iO) 

Qs~(x + iO) = ei~"Qs~(x - iO)- i~rei~"Ps~(x - iO) (A3) 

Finally, the transcendental equation giving 1, in terms of X and 0 is invariant 
under the transformation 

r ~  - p - I  

so that there is a relation (Erd61yi, 1955a; Meixner, 1951) giving Ps~ in 
terms of the independent solutions Qs~ and Qs~_v_l: 

~re'~"cos(~,~r)Ps~(z) = sin[(g + u)~r] Qs~(z)+sin[(g - r)Ir] Q s ~ _ l ( z )  

(n4) 

Collecting these relations, and analytically continuing the result in the 
half-plane Imz < 0 (Reu > 0), gives the regular solution as 

~,(z  ) 2ie_0,,~/2 cosa 
= ~r cos2a [e-i"c~ (A5) 

(for # ~ Z), where 

(g + p)cr (A6) 
o r =  2 

The second step involves the identities (Erd61yi, 1955a) 

S~~ 0) = le-~O'+ ~)"sin[(g - r)Tr] K~(O)Q:_~_,(z)  (A7) 
r 

where the joining factors K~(O) are given by a ratio of two infinite series in 
a".,AO). 

APPENDIX B 

A simple check of formula (53) for the phase shifts may be obtained by 
using the semiclassical approximation in the domain of large l. Writing the 
radial equation (15) or (26) as 

l' 2 ] 
/ , " ( u ) +  , :  - + tgi,(u) / , ( u )  = o (B1) 
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where 

t ' =  t + �89 (B2) 

the large I semiclassical phase shifts are given (Landau and Lifchitz, 1914) 
by 

1 ut,(u) au 
31 = "-~,-317o , - - - - - -  (B3) _ t , 2 / . 2 ) 1 / 2  

In the domain of integration, 

Ul,(u) 1'2 1'2 (1 - P'2)P~ - P~ ( l ' 2  +/ ' t2 - 1) (B4)  
U 2 p2..l_ U 2 (p2 + U 2)2 U 4 

Inserting this approximate effective potential in equation (B3) gives 

~rw2pg /'2 + #2 _ l 
8/= 8 l, 3 (B5) 

which agrees with equation (53) for large l. 
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